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Cluster Analysis

Overview

Cluster analysis, also called segmentation analysis or taxonomy analysis, seeks to identify homogeneous subgroups of cases in a population. That is, cluster analysis is used when the researcher does not know the number of groups in advance but wishes to establish groups and then analyze group membership. Contrast, for instance, discriminant function analysis, which analyzes group membership for known groups pre-specified by the researcher. Cluster analysis implements this by seeking to identify a set of groups which both minimize within-group variation and maximize between-group variation. Later, group membership values may be saved as a case-level variable and used in other procedures such as crosstabulation.

While sometimes described as a method of clustering observations rather than variables, it is always possible to transpose the data matrix so that variables are clustered instead. Some software options allow the researcher to select whether clustering of observations or of variables is desired, without need for data transposition.

Other related techniques, such as factor analysis, multidimensional scaling, and latent class analysis also perform clustering and are discussed in separate volumes of the Statistical Associates "Blue Book" series.

Data examples in this volume

The example datasets used in this volume are listed below in order of use, with versions for SPSS (.sav), SAS (.sas7bdat), and Stata (.dta).

The judges dataset, drawn from SPSS data samples, is a hypothetical data file focusing on the scores given by trained judges plus one "enthusiast" to 300 gymnastic performances. Each row represents a separate performance. All judges viewed and rated the same performances.

- Click here to download judges.sav for SPSS.
- Click here to download judges.sas7bdat for SAS.
- Click here to download judges.dta for Stata.
For SAS PROC CLUSTER, a reformatted dataset labeled "judges_flipped.sav" is used below.

- Click here to download judges_flipped.sas7bdat for SAS.

Two-step clustering in SPSS and PROC MODECLUS in SAS use the “cars” dataset, also drawn from SPSS data samples. This dataset contains variables dealing with engine size, number of cylinders, and other attributes of automobiles from selected countries, for 406 automobile models.

- Click here to download cars.sav for SPSS.
- Click here to download cars.sas7bdat for SAS.
- Click here to download cars.dta for Stata.

Nearest neighbor analysis in SPSS uses the auto.sav data file as an example. It is also used in the section on SOM/Kohonen clustering with SAS Enterprise Miner. This is not the same dataset as cars.sav above Variables are described below.

- Click here to download auto.sav for SPSS
- Click here to download auto.sas7bdat for SAS

The PROC VARCLUS example for SAS, below, uses the subset.sas7bdat file. This is a modified version of the GSS93subset.sav General Social Survey data file supplied in the SPSS Samples directory.

- Click here to download subset.sav for SPSS.
- Click here to download subset.sas7bdat for SAS.
- Click here to download subset.dta for Stata.

The PROC ACECLUS example for SAS, below, uses a version of the “Iris” sample file supplied with SPSS Amos and widely used elsewhere for instruction. Variables are described below.

- Click here to download iris.sas7bdat for SAS
Key Concepts and Terms

Terminology

Distances (proximities)

The first step in cluster analysis is establishment of the similarity or distance matrix. This matrix is a table in which both the rows and columns are the units of analysis and the cell entries are a measure of similarity or distance for any pair of observations (the usual design) or variables (for transposed data). Depending on software, the similarity or distance matrix may be constructed “behind the scenes” from raw data by the statistics package rather than being required as input. Alternative distance measures vary by software package but typical alternatives are discussed below in the FAQ section as well as throughout this volume.

Cluster formation

Cluster formation is the selection of the procedure for determining how clusters are created, and how the calculations are done. In agglomerative hierarchical clustering every case is initially considered a cluster, then the two cases with the lowest distance (or highest similarity) are combined into a cluster. The case with the lowest distance to either of the first two is considered next. If that third case is closer to a fourth case than it is to either of the first two, the third and fourth cases become the second two-case cluster; if not, the third case is added to the first cluster. The process is repeated, adding cases to existing clusters, creating new clusters, or combining clusters to get to the desired final number of clusters. There is also divisive clustering, which works in the opposite direction, starting with all cases in one large cluster. Hierarchical cluster analysis, discussed below, can use either agglomerative or divisive clustering strategies.

Cluster validity

By whatever method the researcher forms clusters, the utility of clusters must be assessed by multiple criteria:

1. Meaningfulness
As in factor analysis, ideally the meaning of each cluster should be readily intuited from the constituent observations or variables used to create the clusters. Variable importance plots, discussed below, are one method of making this assessment.

2. **Separation**
Clusters are more meaningful if they are distinct from each other. Cluster separation plots, discussed below, are one method of assessing separation.

3. **Size**
All clusters should have enough cases to be meaningful. One or more very small clusters indicates that the researcher has requested too many clusters. Analysis resulting in a very large, dominant cluster may indicate too few clusters have been requested.

4. **Criterion validity**
The crosstabulation of the cluster membership (id) numbers by other variables known from theory or prior research to correlate with the concept which clustering is supposed to reflect, should in fact reveal the expected direction and level of association.

5. **Cross-validation and reliability**
Using one set of data to develop the clustering model and then using another set to validate it is recommended. This is done by computing the centroids of the clusters and comparing them for significant differences using one-way Anova or an independent samples t-test. If the validation sample is a randomly held-back portion of the same overall sample from which the development dataset was drawn, this is referred to as “cross-validation.” If the validation dataset is a wholly new sample, this is referred to as “reliability.”

Failure to meet these criteria may indicate the researcher has requested too many or too few clusters, or possibly that an inappropriate distance measure has been selected. It is also possible that the hypothesized basis for clustering does not exist, resulting in arbitrary clusters.
Types of cluster analysis

Types of cluster analysis by software package

SPSS offers three general approaches to cluster analysis:

1. **Hierarchical clustering** allows users to select a definition of distance, then select a linking method for forming clusters, then determine how many clusters best suit the data. Hierarchical clustering generates representation of clusters in icicle plots and dendograms.

2. **K-means clustering** has the researcher specify the number of clusters in advance (though some coefficients from k-means clustering help with selecting the optimal number of clusters: see below), then the algorithm calculates how to assign cases to the K clusters. K-means clustering is much less computer-intensive and is therefore sometimes preferred when datasets are large (ex., > 1,000). K-means clustering generates an ANOVA table showing mean-square error.

3. **Two-step clustering** creates pre-clusters, then it clusters the pre-clusters using hierarchical methods. Two step clustering handles very large datasets, is the method chosen when data are categorical (it supports continuous variables also), and has the largest array of output options, including variable importance plots.

SAS offers four approaches to cluster analysis:

1. PROC CLUSTER implements hierarchical clustering.
2. PROC FASTCLUS implements k-means clustering.
3. PROC VARCLUS implements disjoint clustering as well as hierarchical clustering (for a definitions of disjoint clustering, see below).
4. PROC MODECLUS implements nonparametric density clustering, in which probability values are computed for clusters.
5. In addition, SAS Enterprise Miner offers a “Cluster node” (for k-means clustering) and a “SOM/Kohonen Node (for Kohonen clustering, discussed below).

Stata supports the following cluster analysis commands:
1. **cluster**: hierarchical cluster analysis, using any of several forms of linkage (single, average, complete, weighted-average, median, centroid, or Ward’s linkage)

2. **cluster kmeans**: k-means clustering

3. **cluster kmedians**: similar to k-means cluster analysis, but using medians

### Disjoint clustering

In disjoint clustering, each object is classified in only one cluster. Clusters are not clustered. K-means clustering and two-step cluster analysis, both discussed below, are of this type.

### Hierarchical clustering

In hierarchical clustering, each object is classified in only one bottom-level cluster but clusters may be clustered. A given object may be in multiple clusters, one per level of clustering. As its name clearly implies, hierarchical cluster analysis creates this type of clustering.

Hierarchical clustering is appropriate for smaller samples (typically < 250). When sample size is large, the algorithm may be very slow to reach a solution and when very large may exceed the capacity of some desktop computers. To accomplish hierarchical clustering, the researcher must specify how similarity or distance is defined and how clusters are aggregated (or divided). Hierarchical clustering generates all possible clusters of sizes 1...K. In hierarchical clustering, the clusters are nested rather than being mutually exclusive, as is the usual case. That is, in hierarchical clustering, larger clusters created at later stages may contain smaller clusters created at earlier stages of agglomeration.

The researcher may wish to use the hierarchical cluster procedure on a sample of cases (ex., 200) to inspect results for different numbers of clusters. The optimum number of clusters depends on the research purpose. Identifying "typical" types may call for few clusters and identifying "exceptional" types may call for many clusters, and in either case the resulting clusters must be meaningful. After using hierarchical clustering to determine the desired number of clusters, the researcher may wish then to analyze the entire dataset with k-means clustering, specifying that number of clusters.
Overlapping clustering

In overlapping clustering, objects may be in more than one cluster, even at the same level.

Fuzzy clustering

In fuzzy clustering, objects may be assigned membership in disjoint, hierarchical, or overlapping clusters on a probabilistic basis. Objects have a probability of membership in each cluster. Factor analysis, discussed in a separate Statistical Associates "Blue Book" volume, yields fuzzy clusters. PROC VARCLUS in SAS is a method of converting the fuzzy clusters emerging from factor analysis into non-fuzzy disjoint clusters.

Hierarchical cluster analysis in SPSS

SPSS Input for hierarchical clustering

Example

This example uses the SPSS example file judges.sav (see access above), where columns (variables) are judges from eight countries and rows are 300 fictional cases of gymnasts being rated on a 0-10 scale, illustrated below.
The main “Hierarchical Cluster Analysis” dialog

From the SPSS menus, select Analyze->Classify>Hierarchical Cluster to bring up the “Hierarchical Cluster Analysis” dialog shown below. Initially, all possible variables will be listed in the box on the left. Move variables desired to be used as the basis of clustering to the box on the right. For this example, judges are variables and all country judges have been moved to the right-hand box in the figure below.

For this example, the primary purpose is to cluster judges, to better understand which country judges are similar to which other judges. Therefore we wish to cluster variables (judges are the column variables). The “Variables” radio button is therefore checked.

Alternatively, if the “Cases” radio button is checked, the cases (rows) will be clustered. For the example data, cases are the sports events being rated.
Statistics button

Under the Statistics button, the dialog for which is shown below, the researcher may request the agglomeration schedule and the proximity matrix, described below in the section on output. The researcher may also specify the minimum and maximum number of clusters (3 to 6 is common) for which to seek solutions, or the researcher may ask for a specific number, or none. The agglomeration schedule, the proximity matrix, and other outputs are discussed further below.
Plots button

Under the “Plots” button dialog, the researcher may request dendograms and icicle plots, also described below in the section on output. Also, the orientation (vertical or horizontal) of icicle plots may be specified.
Methods button

A critical specification for cluster analysis is the selection of the similarity or distance measure used as a basis for clustering. In SPSS, various selections are made in the “Methods” dialog

- In the “Cluster Method” pane, the linkage algorithm for clustering is selected. “Between groups” linkage is the most common choice. Also called UPGMA linkage (unweighted pair-group method using averages), this method uses a form of averaged distances for clustering. Alternative linkage methods are discussed in the FAQ section below.

- In the “Measures” pane, similarity/distance measures are selected. There are three measure pull-down menus, for interval, binary, and count data respectively. The most common interval measure is squared Euclidean
distance. For count data, the most common is chi-square distance. For binary data, squared Euclidean distance is perhaps the most common among a large number of alternatives. Alternative similarity/distance measures are discussed in the FAQ section below.

- It is also possible in the “Transform Values” and “Transform Measure” panes to modify the data used for clustering. While it is possible to standardize and transform variables, in the current example that is not needed as all variables are of the same 0 - 10 scale. When variables are measured on unequal scales, standardization is recommended.

**SPSS output for hierarchical cluster analysis**

**Proximity table**

This table shows the distance from each case to each other case. The type of distance was determined by the researchers selection under the “Method” button discussed above. In this case the default, squared Euclidean distance, is used. The table can be very large but for this example, variables were clustered and judges, eight in number, were the variables, resulting in the small table shown below. The distances show how far apart the row judge is from the column judge, with larger numbers representing greater distances. The “Enthusiast” judge can be seen to be further from other judges than any other judge, with few exceptions (one exception is that China is further from France than is the Enthusiast).

<table>
<thead>
<tr>
<th>Case</th>
<th>Italy</th>
<th>South Korea</th>
<th>Romania</th>
<th>France</th>
<th>China</th>
<th>United States</th>
<th>Russia</th>
<th>Enthusiast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Italy</td>
<td>.000</td>
<td>91.180</td>
<td>79.900</td>
<td>106.290</td>
<td>96.870</td>
<td>89.630</td>
<td>86.970</td>
<td>198.580</td>
</tr>
<tr>
<td>South Korea</td>
<td>91.190</td>
<td>.000</td>
<td>241.750</td>
<td>32.020</td>
<td>271.290</td>
<td>40.420</td>
<td>247.340</td>
<td>260.050</td>
</tr>
<tr>
<td>Romania</td>
<td>79.900</td>
<td>241.750</td>
<td>.000</td>
<td>286.530</td>
<td>28.030</td>
<td>234.910</td>
<td>45.190</td>
<td>243.040</td>
</tr>
<tr>
<td>France</td>
<td>106.290</td>
<td>32.020</td>
<td>286.530</td>
<td>.000</td>
<td>287.340</td>
<td>61.600</td>
<td>279.200</td>
<td>246.070</td>
</tr>
<tr>
<td>China</td>
<td>96.870</td>
<td>241.750</td>
<td>28.030</td>
<td>287.340</td>
<td>.000</td>
<td>270.800</td>
<td>64.180</td>
<td>246.050</td>
</tr>
<tr>
<td>United States</td>
<td>89.630</td>
<td>40.420</td>
<td>234.910</td>
<td>270.800</td>
<td>.000</td>
<td>.000</td>
<td>228.540</td>
<td>257.990</td>
</tr>
<tr>
<td>Russia</td>
<td>86.970</td>
<td>247.340</td>
<td>45.190</td>
<td>279.200</td>
<td>64.180</td>
<td>228.540</td>
<td>.000</td>
<td>256.370</td>
</tr>
<tr>
<td>Enthusiast</td>
<td>198.580</td>
<td>260.050</td>
<td>243.040</td>
<td>246.970</td>
<td>245.050</td>
<td>257.990</td>
<td>256.370</td>
<td>.000</td>
</tr>
</tbody>
</table>
Cluster membership table

The cluster membership table shows variables as rows (this example clusters variables, not cases, where variables were country judges) and columns are alternative numbers of clusters in the solution (as specified in the "Range of Solution" option under the Statistics button, here 3 - 6).

Cell entries show the number of the cluster to which the case belongs in the 3-cluster solution through the 6-cluster solution. From this table, the researcher can see which variables (judges in this example) are in which cluster, depending on the number of clusters in the solution. In each of the four solutions, the Enthusiast judge is in a unique cluster not shared by any country judge.

![Cluster Membership Table]

In SPSS, the “Save “ button allows the researcher to save the cluster membership number to file for use as a variable in future analyses only when clustering observations (cases). It does not support saving cluster membership number when clustering variables (here, judges) as in the current example.

Agglomeration Schedule

The agglomeration schedule shows the sequence of clustering as the algorithm unfolds. The agglomeration schedule is a choice under the “Statistics” button of the SPSS hierarchical cluster analysis procedure (see above). In this table, the rows are stages of clustering, numbered from 1 to (n - 1). Given 8 judges, this
example has 7 stages. The \((n - 1)\)th stage (here Stage 7) includes all the cases in one cluster.

There are also two "Cluster Combined" columns, giving the case or cluster numbers for combination at each stage. In agglomerative clustering using a distance measure like Euclidean distance, stage 1 combines the two cases which have lowest proximity (distance) score. The cluster number goes by the lower of the cases or clusters combined, where cases are initially numbered 1 to \(n\).

<table>
<thead>
<tr>
<th>Stage</th>
<th>Cluster Combined</th>
<th>Coefficients</th>
<th>Stage Cluster First Appears</th>
<th>Next Stage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cluster 1</td>
<td>Cluster 2</td>
<td>Stage Cluster First Appears</td>
<td>Cluster 1</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>5</td>
<td>28.090</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>32.020</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>6</td>
<td>51.110</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>7</td>
<td>54.685</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>3</td>
<td>87.913</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>2</td>
<td>217.950</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>8</td>
<td>242.579</td>
<td>6</td>
</tr>
</tbody>
</table>

The figure above reflects 8 judges rating 300 objects. The agglomeration schedule shows, for instance, that in Stage 1, judges 3 and 5 are combined in a cluster (the cluster is labeled 3). Then judges 2 and 4 become cluster 2. Then judge 6 is added to cluster 2. Then at Stage 4, the new cluster 3 formed at stage 1 is combined with judge 7 to form a larger cluster, also now labeled 3. Then cluster 3 is joined to judge 1 and is labeled cluster 1. Then cluster 2 is joined to cluster 1 and is labeled cluster 1. Finally, judge 8 (the "enthusiast" judge, who is most different from others) is joined to cluster 1, which then is the only remaining cluster.

The proximity/distance/agglomeration coefficient in the "Coefficients" column is an indicator of how far the agglomeration algorithm has to reach to combine an existing cluster with the next closest cluster or variable (judge). For this example the researcher can see that there is a large jump between stages 5 and 6, corresponding to combining cluster 1 (judges 2,5,7, and 1) with cluster 2 (judges 2, 4, and 6) from stage 5. That is, the algorithm has to reach a long distance to move from a 5-cluster solution to a 6-cluster solution. Reaching a long distance means combining relatively unlike objects.
A large agglomeration coefficient will correspond to a long distance in the dendogram discussed below. When there are relatively few cases, icicle plots or dendograms provide the same linkage information in a visual format.

**Dendogram**

Also called hierarchical tree diagrams or plots, dendograms are one of two types of linkage plots output by SPSS (the other is icicle plots). Dendograms show the relative size of the proximity coefficients at which cases were combined. The bigger the distance coefficient or the smaller the similarity coefficient, the more clustering involved combining unlike entities, which may be undesirable. Trees are usually depicted horizontally, not vertically, with each row representing a case on the Y axis, while the X axis is a rescaled version of the proximity coefficients.
When the number of variables (when clustering variables) or the number of cases (when clustering observations) is large, dendograms can become hard to read.

The figure above shows 8 judges who rated 300 objects. The inset showing the labels for judges 1 – 8 is not part of dendogram output but was lifted from the main hierarchical cluster analysis dialog, where the researcher entered the variables (judges). The dendogram shows judges 3 & 5 (Romania and China) to be in one of the two earliest clusters, with judge 7 (Russia) affiliated with cluster 3 & 5, only at a greater distance.

In general, the dendogram shows the pattern of clustering among the judges, with connecting lines further to the right indicating more distance between judges and clusters. The final linkage to judge 8 ("Enthusiast") shows this judge to be least like the others, but the largest jump occurs a step earlier. If the researcher decided that making that large jump combined objects which were too dissimilar, there would be a three-cluster solution:

1. Judges 3, 5, 7, 1
2. Judges 2, 4, 5
3. Judge 8

In a dendogram, variables or cases with low distance/high similarity are close together. Those showing low distance are close, with a line linking them a short distance from the left of the dendogram, indicating that they are agglomerated into a cluster at a low distance coefficient, indicating similarity. When, on the other hand, the linking line is to the right of the dendogram, the linkage occurs a high distance coefficient, indicating the cases/clusters were agglomerated even though much less alike. If a similarity measure is used rather than a distance measure, the rescaling of the X axis still produces a diagram with linkages involving high alikeness to the left and low alikeness to the right.

The researcher may also cluster cases by so selecting in the main “Hierarchical Cluster Analysis” dialog shown above. The dendogram below is for the clustering of 50 performances (objects) by the 8 judges, with performances 10, 38, 17, 16, 18, 43, 2, 46, and 27 forming one of the first clusters:
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